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Abstract
Nano clusters of Copper sulfides (CuS) have paramount importance due to its significant adsorption property and non-toxic behaviour. In this report, nanoalloy clusters of (CuS)n; (n=1-8) have been theoretically analyzed in terms of Conceptual Density Functional Theory (CDFT) based descriptors, aiming to explore its electronic and other properties. Global DFT based descriptors have been computed for ground state configurations and low-lying isomers of (CuS)n clusters. Computed HOMO-LUMO gaps, lying in the range of 1.25 – 3.53 eV, indicate that (CuS)n clusters may be utilized as renewable energy sources specially in photocatalysis and solar cell applications. A statistical correlation has been established between electronic and photo-catalytic properties of copper-sulfide clusters with their computational counterparts. The close agreement between experimental and computed data supports our analytical approach. 
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1. Introduction:
A search of alternative energy resources is one of the most popular topics of the scientific research. Recently, transition metal chalcogenide clusters have gained considerable importance due to their potential applications in the field of energy conversion, storage and optoelectronics.1-6 Among them, the compound formed between Cu and S is well known semiconducting material that has been extensively used in technological and strategic industries, including thermoelectric cooling materials, solar cells, clean-energy sectors, nonlinear optical materials, lithium ion batteries, gas sensors, nanoscale switches, photocatalysts, supercapacitors, petrochemicals, pharmaceuticals etc.7-21 In addition, transition metal clusters particularly Cu, Ag and Au have huge applications in diverse technological domains due to its superior catalytic, magnetic, electronic and optical properties.16,22-24 In similar line, advancement of methodologies and characterization techniques have a strong dependence on utilization of different compositions of nanoalloys.16,25-26 A deep insight of core-shell structure of nano compounds has paramount importance since its properties may be regulated through proper control of other structural and chemical parameters. 
In view of regulating power of band gap on electronic properties of any materials, analysis of band gap of semiconductor materials has emerged as a major research domain in science and engineering. Band gap signifies energy difference between the top of the valence band and bottom of the conduction band. The highest occupied energy band represents the valence band and the lowest unoccupied energy band is known as conduction band.27 The nature of interaction of light absorbed by semiconducting material can be explained in terms of atomic structure of material. This complex interaction generates the free charge carriers i.e. electrons and holes, which are responsible factors for energy transformation. In order to free an electron from a covalent bond, the light particles, photons, must have to carry at least the energy equal or greater than the band gap of a semiconductor material.28 Band gap of semiconductor electrode in the range of 1.63-3.27 eV (760-380 nm), facilitates generation of free charge carriers in the visible light. It is already reported that zero consumption of energy (no external voltage) for hydrogen production with the use of UV solar light can be achieved utilizing TiO2 electrodes in Photo Electro Chemical (PEC) cells sunlight-absorbing semiconductor.29 A large number of theoretical and experimental studies based on catalytic materials for water splitting reaction have also been reported, which generate the new results on bulk semiconductor photocatalysts.30 Recently, heterogeneous nanomaterials have also confirmed their highest catalytic performance to be developed as novel semiconductor electrodes in PEC cells.31 
Copper Sulfides (CuS) have become popular in view of their three major properties namely high adsorption, non–toxic behaviour and the most importantly abundance in nature (i.e cheap material).32 By customizing the structure and concentration ratio of copper or sulfide, their respective energy band gap can be regulated. A number of reported data reveals the band gap of stoichiometric composition of copper sulfides, chalcocite (Cu2S), djurleite (Cu1.97S), digenite (Cu1.8S) and covellite (CuS) as 1.22, 1.40, 1.55 and 2.0 eV respectively.33-36 Keeping in view the data, it can be assumed that there is inverse relationship energy between band gap and the number of copper atoms in the clusters. The energy band gap for copper sulfide clusters, ranging from 1.2 eV to 2.5 eV, supports behavior of cluster as a leading p-type semiconducting material and suitable candidate for solar cells, nonvolatile memory devices, optoelectronics and non-liner optical devices.1,8,11-13,37-38 Recently, Li et al. have reported copper and sulfur doped copper clusters, describing the growth pattern of the Cun-1S clusters.39 In this work, authors have computed the optimized geometry, HOMO-LUMO gap, molecular orbital energy and density of states of Cun-1S clusters. The computed HOMO-LUMO gaps are in the range of 1.42-2.96 eV, which make CunS clusters suitable for renewable energy sources. The cluster Cu2S (Planar structure, C2v) has been identified as the most stable geometry with the highest HOMO-LUMO gap (2.96 eV). Sánchez et al. have also reported the structure and electronic properties of (CuS)N clusters (N=1-6) in terms of DFT calculations.15 The authors also claimed the renewable energy property of the clusters on basis of computed HOMO-LUMO gaps, ranging between 1.3-3.3 eV. However, it is felt that deep insight in terms of experimental and theoretical analysis is required to further explore the intrinsic properties of these clusters.40-41
Density Functional Theory has gained importance due its computational friendly behavior. DFT is a widely accepted method to study the electronic structure of many-body systems. In the domain of material science research, particularly in super conductivity of metal based alloys,42 magnetic properties of nano-alloy clusters,43 quantum fluid dynamics, molecular dynamics,44 nuclear physics,45 DFT has become popular technique. The study of density functional theory spreads over three major areas viz. theoretical, conceptual, and computational.46-48 Conceptual density functional theory is recognized as an important tool to study the chemical reactivity of materials.49-51 The conceptual density functional theory is highlighted following Parr’s dictum “Accurate calculation is not synonymous with useful interpretation. To calculate a molecule is not to understand it”.52 We have been extensively applying conceptual density functional based global and local descriptors to study physico-chemical properties of nano-engineering materials and drug designing process.53-59
Computational study invoking DFT on CuS clusters is very limited. In this venture, we have analyzed electronic and photo-catalytic properties of (CuS)n nanoalloy clusters as a function of their size; n=1-8. Conceptual DFT based descriptors namely electronegativity, hardness, HOMO-LUMO gap, softness, electrophilicity index and dipole moment have been computed to correlate physico-chemical properties of the compounds. It also helps to analyze the stability and the semiconducting behavior of the clusters. A comparative analysis has been done between available experimental reports with our computed data. Considering paucity of DFT based study on these compounds, it is assumed that our analysis may help to bring a new insight in the domain of renewable energy sources.
 

2. Computational Details:
In this report, we have done computational analysis of the nanoalloy clusters of (CuS)n (n=1-8) in terms of Density Functional Theory based global descriptors. 3d modeling and structural optimization of all the compounds have been performed using Gaussian 0360 within Density Functional Theory framework. Hybrid functional Becke, three parameter, Lee-Yang-Parr (B3LYP) exchange correlation with basis set LanL2dz has been adopted for geometry optimization. No restriction is imposed on molecular spin during energy minimization process. Z-axis is considered as spin polarization axis. In order to ensure orthogonalization on the (frozen) Core Orbitals (COs), Symmetrized Fragment Orbitals (SFOs) have been combined with auxiliary Core Functions (CFs). 
Invoking Koopmans’ approximation,49 we have computed Ionization Energy (I) and Electron Affinity (A) for all the nano alloys using the following ansatz-
	I = – εHOMO
	(1) 

	A = – εLUMO
	(2)



Thereafter, using I and A, the conceptual DFT based global molecular descriptors viz. electronegativity (χ), global hardness (η), molecular softness (S) and electrophilicity index (ω) have been computed. The equations used for such calculations are as follows-
	
  
Where, μ represents the chemical potential of the system.
	(3) 

	

	(4)

	

	(5)

	

	(6)



3. Results and Discussion:

3.1 Equilibrium Geometries:
In this section the structural aspects of low lying isomers of (CuS)n (n=1-8),which were obtained during the search of ground state geometries, are discussed. The results for the most stable structure and low-lying structures of CuS clusters are presented in Figure-1. Only linear structure is isolated for n=1 of (CuS)n . The structure with C∞v symmetry has a bond length of 2.18 Å, which is nicely correlated with the data reported by Sánchez et al.15 
We have listed five low-lying isomers for n=2. It is observed that the optimized ground state geometry of (CuS)2, 2-a, with D2h symmetry is energetically more favorable than the other isomers, because rhombus structure of this cluster forces Cu-Cu bond distances to be shorter. The structure 2-b and 2-c with symmetry of C2 and C1 respectively, have an angle of 109.47°. The structure 2-b is energetically higher than the lowest energy structure of 2-a by 0.3 eV but at the same time it is lower in energy than structure 2-c. Magnitude of energy difference between the structures 2-d and 2-e is very small.
 Six low lying isomers of (CuS)3 clusters are identified. The cluster 3-a, having a 3D geometry and symmetry C1, is more stable than the planar structures. The 3-a cluster arises from the coordination of one copper and one sulfur atom from top and bottom of rectangular cluster. The second most low lying isomer is 3-b which is 0.82 eV lower than the most stable structure of 3-a. Four more low-lying isomers, namely 3-c, 3-d, 3-e and 3-f, are also found in the range of 2.77 eV. A close agreement of energy value is observed for the structures 3-c and 3-d. Cluster 3-d is energetically higher than 3-c by 0.16 eV. 
A number of low-lying isomers are found out for the (CuS)4 cluster. Our computed result indicates that first three low-lying three dimensional structures (4-a, 4-b and 4-c) are lower in energy than the planar structure. The most stable structure 4-a has a triangle in between the cluster, surrounded by sulfur atoms, forming triangle with copper. The clusters 4-d and 4-e are found to be very close in energy and 4-e is only 0.08 eV higher than 4-d. The most stable structure (4-a), with C1 symmetry and 3D geometry, is energetically lower than the planar structure (4-d) by 1.00 eV. The planar structures of three isomers (4-d, 4-f and 4-g), formed by placing Cu atoms on all sites of structures, are within an energy range of 2.72 eV.
It is observed that for cluster (CuS)5, structure 5-a , having symmetry group C1, is the most stable isomer. The structure corresponds to an interaction of two four atoms cluster of Cu2S2 connected back to back, while one sulfur and copper atom are coordinated to an edge of the same Cu2S2 cluster. The second most stable isomer, 5-b is found to be 1.02 eV higher in energy than 5-a. Four more low-lying structures are found in the range of 4.61 eV. The structure 5-e is also formed through the interaction of two Cu2S2 clusters connected back to back, though Cu and S atoms arranged in a different way compared to structure 5-a. The isomer 5-e is 4.61 eV higher in energy than the most stable structure 5-a. 
Five low-lying isomers are identified for (CuS)6 cluster. The cluster 6-a with symmetry C1 is found to be the most stable structure. It arises from the coordination of four sulfur atoms on the edge forming triangles with six copper atoms, while remaining two sulfur atoms interacting with the face of the cluster. The second most stable structure 6-b is a star like structure with interaction of two six atoms double layered cluster. The second and third most stable structures, 6-b and 6-c are energetically less stable than 6-a by 0.70 and 0.76 eV respectively. 
Among four low-lying isomers of (CuS)7 cluster, the structure 7-a, having symmetry group C1 , is the most stable cluster. The second most stable cluster is energetically higher than 7-a by 0.38 eV. Two more low-lying isomers are found to be within 2.80 eV energy range. 
Four low-lying isomers, within the range of 3.78 eV, are identified for (CuS)8 cluster . The 8-a structure arises from the coordination of double layer Cu4S4, C1 cluster. The second and third most stable isomers, 8-b and 8-c are 0.73 and 1.46 eV less stable than 8-a, respectively. Other isomers are also found but they are of high energy. 
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Figure 1. Structures of low-energy isomers for (CuS)n clusters (n=1-8). Relative energies and symmetry group are given at B3LYP/ LanL2dz level. Red spheres represent Cu atoms and yellow ones represent S atoms. 
3.2 The HOMO-LUMO gaps and DFT based global descriptors   
In this paper, we have reported computational analysis invoking electronic structure theory of copper sulfide nanoalloy clusters.The orbital energies as HOMO (Highest Occupied Molecular Orbital)-LUMO (Lowest Unoccupied Molecular Orbital) gap along with computed DFT based global descriptors for copper sulfide nanoalloy clusters have been presented in the Table-1. The molecular dipole moment of the compounds in Debye unit is also reported in the Table-1. Our computed HOMO-LUMO gap for the copper sulfide clusters (CuS)n, n=1-8 has range from 1.25 to 3.53 eV. This is in close agreement with the desirable band gap of semiconducting nano materials, suitable for photo-catalytic processes and renewable energy application.15, 32, 39 The HOMO-LUMO gap of these clusters is running parallel with the reported data [15]. From Table-1, a direct relationship is revealed between HOMO-LUMO gaps of the nano-clusters and their evaluated global hardness. Frontier orbital energy gap and computed global hardness run hand in hand. This trend is expected considering experimental analysis. The molecule possessing the highest HOMO-LUMO gap will be the least prone to response against any external perturbation. It validates that clusters, having larger HOMO-LUMO gap, require significant amount of energy to promote electrons from the occupied to the unoccupied molecular orbitals. Our computed data reveals that (CuS)3 restricts itself to exhibit any response against the external perturbation whereas  (CuS)4 exhibits the maximum reactivity under similar condition. In absence of quantitative benchmark pertaining to optical properties of aforesaid clusters, it is tacitly assumed that there must be a direct qualitative relationship between optical properties (specifically photo-catalytic) of CuS nano-clusters with their computed HOMO-LUMO gap. The assumption has the basis that optical properties of materials are governed by flow of electrons within the systems, which in turn depends on the energy difference between valence and conduction band. A linear relationship between HOMO-LUMO gap with the difference in the energy of valence-conduction band is already reported.61 In view of that, it can be concluded that optical properties of the nano-clusters will be enhanced with an increase in their hardness values. Similarly, the softness data exhibits an inverse relationship towards the experimental optical properties. Table-1 also signifies that computed electronegativity and electrophilicity index have an inverse relationship with HOMO-LUMO gap of CuS nano-clusters. Parr et al. have already reported that electrophilicity index measures the energy lowering of a ligand due to maximal electron flow between donor and acceptor and it depends on conjoint action of ionization potential and electron affinity.62 The linear correlation between HOMO-LUMO gap along with their evaluated electrophilicity index is depicted in the Figure 2. The high value of regression coefficient (R2= 0.902) supports our prediction. 
The shell model of metal clusters arises on the concept of full delocalization of molecular orbitals for the cluster electrons, in which the valence electrons of the cluster atoms are placed in shells of s, p and d character of the overall system.63-66 The analysis of the molecular orbitals in terms of electron density distribution at HOMO, HOMO-1, LUMO and LUMO+1 of (CuS)n (n=3), exhibiting the highest HOMO-LUMO gap among the mentioned nano-clusters, is plotted in the Figure 3. 
A comparative analysis has also been done in the Table-2, between experimental bond length and frequency with our computed data of the species namely Cu2, S2 and CuS. The result reveals that bond lengths follow the order as- Cu-Cu > Cu-S > S-S, which is in same line as previously reported.15 The close agreement between the experiment data and our computed data signifies the theoretical analysis.

Table 1.  Computed DFT Based Global Descriptors of (CuS)n nanoalloy clusters (n=1-8)
	Species
	HOMO-LUMO Gap (eV)
	Electronegativity (eV)
	Global Hardness (eV)
	Global Softness (eV)
	Electrophilicity Index (eV)
	Dipole Moment (Debye)

	CuS
	2.394
	5.142
	1.197
	0.417
	11.045
	4.440

	(CuS)2
	1.278
	6.054
	0.639
	0.781
	28.661
	0.658

	(CuS)3
	3.537
	4.870
	1.768
	0.282
	6.706
	0.817

	(CuS)4
	1.251
	6.013
	0.625
	0.798
	28.890
	3.986

	(CuS)5
	2.041
	6.135
	1.020
	0.490
	18.448
	1.533

	(CuS)6
	1.877
	5.701
	0.938
	0.532
	17.308
	4.814

	(CuS)7
	2.829
	5.442
	1.414
	0.353
	10.465
	2.142

	(CuS)8
	2.503
	5.686
	1.251
	0.399
	12.910
	1.744



Table 2. A comparative analysis between computed bond lengths (Å) and frequency (cm-1) with their experimental counterparts for the species Cu2, S2 and CuS.67-70
	Species
	Computed bond length
	Experimental bond length
	Computed Frequency
	Experimental Frequency

	Cu2
	2.25
	2.21
	257
	265

	S2
	2.07
	1.89
	662
	726

	CuS
	2.18
	2.05
	372
	415





Figure 2. A Correlation Plot between Electrophilicity Index (eV) Vs HOMO-LUMO Gap (eV)

[image: ]  [image: ] [image: ]   [image: ]
           HOMO                           HOMO-1                     LUMO                              LUMO+1
Figure 3. Electron Density Distribution of (CuS)3 Nanoalloy Cluster
Conclusion:
Study on copper-sulfide nanoalloy clusters has become important considering its wide field applications. In this paper, computational analysis of the structure, electronic and optical/ photo-catalytic properties of (CuS)n, [n=1-8] nanoalloy clusters in terms of conceptual DFT based descriptors, are reported. The ground state configurations and low-lying isomers of (CuS)n clusters have been analyzed invoking electronic structure theory. The result exhibits an appearance of 3D structure of (CuS)3 with C1 symmetry, which is more stable than the planar structure. The computed HOMO-LUMO gap, ranging from 1.25 to 3.53 eV, makes these clusters as potential candidates for renewable energy sources. Our computational data identifies the most reactive and least reactive species. The computed data describes that optical property of the instant clusters and global hardness run hand in hand, which is very much expected considering experimental facts. The high value of regression coefficient between electrophilicity index and HOMO-LUMO gap supports our predicted model. Observed close agreement between experimental bond length and frequency with our computed data encourages further possibility of analysis in this domain.
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