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Estimating Mean Crystallite Size of Magnetite using Multivariate Calibration and Powder X-ray Diffraction Analysis
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Powder X-ray diffractograms for 29 samples of magnetite, acquired using a conventional diffractometer, were used to build PLS calibration-based methods and variable selection to estimate mean crystallite size of magnetite directly from powder X-ray diffractograms. The best IPLS model correspond to the Bragg reflections at 35.4° (h k l = 3 1 1), 43.0° (h k l = 4 0 0), 53.6° (h k l = 4 2 2), and 57.0° (h k l = 5 1 1) in 2. The best model was a GA-PLS which produced a model with RMSEP of 0.9 nm, and a correlation coefficient of 0.9976 between mean crystallite sizes calculated using Williamson-Hall approach and the ones predicted by GA-PLS method. These results indicate that magnetite mean crystallite sizes can be predicted directly from Powder X-Ray Diffraction and multivariate calibration using PLS variable selection approach.
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1. Introduction

Powder X-ray and neutron diffraction analyses are useful for many purposes, such as structure determination, phase identification and quantification in solid mixtures, estimate of preferred orientation effects, lattice microstrain and mean crystallite size.1,2 Furthermore, powder diffraction techniques do not need prior hard steps of sample preparation. For instance, sometimes only grinding procedures are enough to avoid preferred orientation of crystallites. Such techniques also are commonly non-destructive when dealing with ceramics and inorganic materials.

Even though powder crystallography can provide helpful knowledge on solid state properties, one can realize that there should be specialized data handling from an X-ray (or neutron) diffraction experiment of finding meaningful correlations with target features. Nowadays, software packages, as, for instance, GSAS,3 TOPAS,4 and PM2K5 allow for simultaneous structural, quantitative, and morphological analyses using the Rietveld6 method. In these programs, both background and peak profiles are fitted using high-order polynomial and pseudo-Voigt shape functions with refinement of low-angle asymmetry parameters even for estimating crystallite size.  

Based on powder X-ray diffraction (PXRD) data, crystallite size of iron oxide particles is commonly estimated using the Scherrer equation from a single diffraction peak as the most intense ones.7 However, no analytical standardization about what peaks should be taken for calculation and how to deal with them is found in literature, besides Scherrer approximation does not account for microstrain-related broadening and, therefore, only provides rough estimates. Besides, some researches have dealt with multivariate analysis and PXRD,8-12 but publications concerning magnetite mean crystallite size estimates by PXRD and PLS calibration have not been reported yet.

In this way, we were concerned in developing an alternative approach to determine the mean crystallite size of iron oxide nanoparticles based on PXRD which could provide standardization parameters for diffractogram analysis besides to take advantage of direct crystallite size estimate even from samples featured by the presence of extra crystalline and non-crystalline phases and wide size distribution. For this purpose, this manuscript describes a PLS calibration-based method using variable selection to estimate mean crystallite size of magnetite directly from powder X-ray diffractograms of iron oxide samples prepared under a wide variety of synthetic conditions

2. Materials and Methods
2.1. Sample preparations

In order to obtain magnetite in different sizes and varied chemical environments we prepared 29 samples which can be divided in two principal groups: I) magnetite nanoparticles (N) prepared by coprecipitation of Fe2+ and Fe3+ ions from alkaline aqueous solutions;13 II) nanocomposites of magnetite and sulfonated styrene-divinylbenzene (Sty-DVB) copolymers (NC).14-16 The alkaline coprecipitation of Fe2+ and Fe3+ is the most common method for producing magnetite nanoparticles.13 In a typical recipe, 500 mL of solution containing 0.05 molL-1 of Fe2+ and 0.10 molL-1 Fe3+ was added to 170 mL of alkaline solution containing 1.5 molL-1 of hydroxide under mechanical stirring and heating. In this work, the stirring speed, the temperature and the hydroxide type (KOH, NaOH, and NH4OH) are some of the factors which were changed in order to produce nanoparticles with different sizes. All nanoparticles were prepared with the respective iron sulphate salts.  
The nanocomposite samples are microspheres (100-250 µm) of sulfonated Sty-DVB copolymer with magnetite nanoparticles dispersed in the polymeric matrix or in the porous structure. The nanocomposite preparation followed a three-step procedure (one full chemical cycle). First, the sulfonated polymeric spheres were mixed with the bath solution containing Fe2+ and stirred for 1 h, at room temperature. Second, the polymer particles were separated by filtration and washed thoroughly with water until no iron was detected in the eluent. Third, the alkaline oxidation of the Fe2+ ions linked to sulfonic groups was performed by treating the ferrous-loaded resin with aqueous solution containing potassium hydroxide and sodium nitrate at 70 °C for 15 min, under stirring. 
The nanoparticle size and magnetite concentration in the composite was conveniently controlled by changing the number of chemical cycles, the porosity type of Sty-DVB copolymer (gel, mesoporous, and macroporous), and the Fe2+ ions concentration in charge solution copolymers.14-16 Some composites were prepared without washing free Fe2+ ions inside copolymer porous structure, i.e., without step II. Tables 1 and 2 show synthesis conditions of the magnetite nanoparticles (N) and magnetite/sulfonated Sty-DVB copolymer nanocomposites (NC), respectively.
Table 1. Experimental synthesis conditions of magnetite nanoparticles (N).
	Sample
	Speed Stirring /rpm
	Coprecipitation Temperature/oC
	Hydroxide type
	Size/nm

	N1
	200
	30
	KOH
	6.1

	N2
	400
	30
	KOH
	2.7

	N3
	200
	50
	KOH
	9.2

	N4
	400
	50
	KOH
	8.7

	N5
	200
	30 
	NaOH
	13.0

	N6
	400
	30
	NaOH
	9.0

	N7
	200
	50
	NaOH
	8.1

	N8
	400
	50
	NaOH
	9.4

	N9
	300
	40
	NH4OH
	6.4

	N10
	300 
	40 
	NH4OH
	12.9

	N11
	300
	20
	NH4OH
	8.5

	N12
	300
	40 
	NH4OH
	7.2

	N13
	300
	35
	KOH
	9.0


Table 2. Experimental synthesis conditions of magnetite/Sty-DVB copolymer nanocomposites (NC).
	Sample
	Porous Structure Type
	Surface Area/m2g-1
	[Fe2+]/mmolL-1
	Cycles
	Size /nm

	NC1
	Gel
	0
	80
	3
	14.5

	NC2
	Gel
	0
	300
	3
	16.3

	NC3
	Meso/collapsed
	0.6
	220
	3
	28.1

	NC4
	Meso/collapsed
	0.6
	300
	3
	25.2

	NC5
	Macro/collapsed
	1.5
	220
	3
	25.4

	NC6
	Macro/collapsed
	1.5
	300
	3
	28.9

	NC7
	Macroporous
	69
	220
	1
	31.7

	NC8
	Macroporous
	69
	220
	2
	28.4

	NC9
	Macroporous
	69
	220
	3
	28.0

	NC10
	Macroporous
	69
	220
	4
	27.7

	NC11
	Macroporous
	69
	300
	4
	32.9

	NC12
	Macroporous
	69
	220
	4a
	27.4

	NC13
	Macroporous
	69
	220
	4b
	30.4

	NC14
	Macroporous
	269
	220
	3
	24.9

	NC15
	Macroporous
	269 
	220
	4
	24.9

	NC16
	Macroporous
	269
	220
	4a
	30.2


a. Cycles performed without washing Fe2+ ions not linked to sulfonic groups (step II).
b. Nanocomposite with oleic acid adsorbed on magnetite nanoparticles.

2.2. PXRD analysis

Twenty nine samples obtained after drying of magnetite nanoparticles and nanocomposites were mounted on a sample holder (grooved glass slide) and exposed to X-ray beam (CuK( radiation, (=0.15418 nm) generated at 40 kV and 30 mA on a Shimadzu XRD-6000 diffractometer. All PXRD patterns were acquired at room temperature under continuous scan mode (scan axis (-2( with scan speed 1.000°/min. Intensity data were measured at each 0.020° in a 2( range between 10° and 80°. The program Search Match, from Shimadzu XRD-6000 v4.1 was employed to monitor the data acquisition. 


Prior to input the experimental powder X-ray diffractograms of the samples in the multivariate calibration procedure, they were indexed with the data base PDF-2 data base (International Center for Diffraction Data-ICDD), entry number 880866, which has allowed us to identify the magnetite phase of Fe3O4 from powder X-ray diffraction data. Other crystal phases could be also identified in some X-ray diffraction patterns (see Results and Discussion section).


The 2( values were not expressed as d-values because all diffractograms were acquired using CuK( radiation. Therefore, the X-ray patterns were dealt as acquired, except for normalization of all intensities against the most intense one of each diffractogram. For each sample, a file containing normalized intensity data as a function of raw 2( positions step rose by 0.020° in 2( were generated.
2.3. Williamson-Hall method

The average crystallite size of the samples was determined from the FWHM of the diffraction peaks according to Williamson-Hall equation.17 The FWHM of any diffraction peak can be described as a linear combination of the contributions from the lattice strain and the crystallite size through the Williamson-Hall relation
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where β is the diffracted FWHM (in radians), λ the incident wavelength, θ the Bragg angle, D the average crystallite and ε the microstrain. A K value of 0.9 was used. This value is considered as a good average value for small uniformly spherical crystals as those of magnetite domains.18,19 The slope and the intercept of the axis in the plot of (βcosθ)/λ versus sinθ provide the microstrain value and the mean crystallite size, respectively. Lorentzian function was used to determine the FWHM of diffraction peaks. For all samples, X-ray diffraction peak positions and FWHM of the Bragg reflections (2 2 0), (3 1 1), (4 0 0), (5 1 1) and (4 4 0) at approximately 30.1°, 35.4°, 43.0°, 57.1° and 62.3° in 2(, respectively, were used into the Williamson-Hall analysis.
2.4. Data Treatment

PXR diffractograms were converted to ASCII format files using the program Search Match, from Shimadzu XRD-6000 v4.1, and the loaded into the Matlab software (v7.14.0.739, The MathWorks Natick, USA). All diffractograms were represented by a 29(3501 data matrix whose 29 individual lines correspond to the diffractograms of different samples and whose 3501 columns contain normalized intensities for each 2( scattering angle. Samples were divided according to Kennard-Stone sampling20 in 20 and 9 for the calibration and validation sets, respectively.


Multivariate data analyses were treated in Matlab using PLS Toolbox software (v6.2, Eigenvector Research Inc., USA) and in-house algorithms. For PLS, and IPLS (forward and backward) the intensities were mean-centered, preprocessed using Savitzky-Golay smoothing filter and first derivative with a window width of 15 points and second degree polynomial in order to reduce the noise. GA-PLS used a starting population of 200 chromosomes and 350 variables, 10% mutation probability, 90% cross-over probability, and 200 generationsThe experimental chapter should contain basic information about chemicals, experimental and analytical equipment (Supplier name, city and country of origin must be specified.), as well as experimental and mathematical techniques used to obtain the results presented. Detailed information about well-known facts or previously published techniques and illustrative figures, mainly set-up and equipment schemes, should be avoided.

2.4.1. PLSR Model and PXRD Data

PLSR reduces the multivariate data matrix, X, containing the PXRD information   (line = signal; column = 2( position), and the nanoparticle mean size data distribution, Y, in a new set of variables named latent variables. These latent variables can be decomposed in scores and loadings, and they are linear combination of the original 2( position variables.21-23 The Y matrix is estimated as Y = TBQt + E where B is a diagonal matrix with the regression weights as diagonal elements, T is the score matrix of X, Q the respective loadings of Y scores, and E is the residual matrix. As a result, predicted values of the observed variables can be computed from the X data matrix containing X-ray data. 


PLS is a valuable tool for calibration using a small range or the entire diffractogram. However, when combined with variable selection it can result in diffractogram subsets with smaller prediction errors and a better correlation between the expected and real parameter. Among the variable selection methods, Genetic Algorithm (GA) is an advanced tool for factor-based regression methods like PLS (GA-PLS),24 and the mathematical method Interval Partial Least Squares (IPLS) is a PLS interactive extension.25,26 


In the GA-PLS model the variables are selected according to a stochastic search technique based on classical operators like select-copy, cross-over and mutation build to mimic the evolution of species according to Darwin´s theory of evolution.27 For the IPLS model the X-ray data set is divided in a certain number of intervals, and PLS models are built for each of these intervals. The root mean squared error of calibration (RMSEC) and the root mean squared error of prediction (RMSEP) are common statistical parameters used as criteria for judging the performance of multivariate calibration model.28,29 

Results and discussion
The multivariate calibration PLS method was tested for prediction of magnetite mean crystallite size directly from PXRD data. For this purpose, twenty nine samples of magnetite synthesized under different conditions as described in Materials and Method section were analyzed by PXRD technique. Figure 1 shows diffractograms of magnetite nanoparticles (N) synthesized by coprecipitation of Fe3+ and Fe2+ ions from alkaline solutions (Figure 1a) and magnetite/sulfonated Sty-DVB copolymer nanocomposites (NC) (Figure 1b). All X-ray difractograms have characteristic profiles of magnetite with peaks at angles 18.3°, 30.1°, 35.4°, 37.0°, 43.0°, 53.6°, 57.1° and 62.3° corresponding to planes (1 1 1), (220), (311), (222), (400), (422), (511) and (440), respectively (PDF 880866).
The magnetite nanoparticles presented contaminants and another iron oxide phase differently of nanocomposite samples. Sample N2 showed peaks at 28.5°, 41.8°, and 50.8° corresponding to planes (022), (042), and (321) of potassium sulphate (PDF 850939). The presence of this salt can be justified by the use of iron sulphates and potassium hydroxide in the nanoparticles synthesis. Samples N2, N4 and N9 presented a peak at 21.2° corresponding to plane (110) of goethite (PDF 810462). Goethite is an intermediate in hydrothermal synthesis of magnetite from Fe3+ and Fe2+ alkaline solutions which can be not completely converted at low temperatures.30 Samples N6 and N7 showed peaks at 32.8° and 47.1° corresponding to planes (200) and (220) of sodium chloride (PDF831728) which presence can be justified by the use of hydrochloric acid to stabilize Fe2+ solutions and sodium hydroxide in the magnetite synthesis.
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Fig. 1. Powder X-ray diffractograms of twenty nine magnetite samples (continuous lines) synthesized as described in Materials and Method section, and of a reference diffractogram (vertical lines) of the same crystal phase (PDF number 880866): (a) nanoparticle (N) samples ordered according to Table 1, and (b) nanocomposite (NC) samples ordered according to Table 2; Intensities in arbitrary units (a.u.).
The differences in the nanoparticle sizes between N and NC samples can be attributed not only to the effect of the polymeric template but also to the use of different types of iron ions. In a previous paper, we have showed that manganese ferrite nanoparticles prepared from Fe3+ and Mn2+ ions have smaller sizes than nanoparticles prepared from Fe2+ and Mn2+ ions.31 The different conditions for the preparation of magnetite/sulfonated Sty-DVB copolymer nanocomposites allow the control of the size and amount of nanoparticles. One way to make this control is changing the porosity of Sty-DVB copolymer which varied from a gel type, i.e., non porous in dry state to a macroporous type with high surface area.14,15 Some intermediate porous structures presented collapsed pores due drying and/or sulfonation processes.32,33 Since the sulfonated copolymers are hydrophilic, the collapsed pores can re-expand at the moment of Fe2+ conversion to magnetite inside microspheres. In general, the size and the amount of nanoparticles in the nanocomposites increase with the increasing of Fe2+ ion concentration and the number of charge/oxidation cycles.15 Samples NC1, NC3, NC5 and NC7 presented an amorphous halo centred at approximately 20o characteristic of amorphous polystyrene.34 The amorphous halo tended to disappear with the increasing of magnetite concentration in the nanocomposite.
Samples were divided according to Kennard-Stone sampling in 20 and 9 for the calibration and validation sets, respectively. The nanoparticle sizes ranged from 2.7 to 32.9 nm. For calibration and validation sets it ranged from 2.7 to 32.9 nm, and 6.4 to 30.4 nm, respectively. The PLS model was obtained using all 3501 variables, ranging from 10° to 80°. According to the lowest RMSEC of 1.8 nm, having four latent variables, this model showed a RMSEP of 2.9 nm for the magnetite mean crystallite size, and a squared product-moment correlation coefficient of prediction, r2pred , of 0.9385, Table 3.
Table 3. Statistical results for all PLS based multivariate calibration models.
	Model
	2( range
	NVa
	LVb
	RMSEC/nm
	RMSEP/nm
	r2pred

	PLS
	10°-80°
	3501
	4
	1.8
	2.9
	0.9385

	IPLS1
	34.02°-58.00°
	1200
	4
	2.2
	2.7
	0.9577

	IPLS2
	31.02°-38.00°
52.02°-59.00°
	700
	5
	1.4
	3.1
	0.9750

	GA-PLS
	10°-80°
	132
	7
	0.1
	0.9
	0.9972


a. Total number of variables.

b. Optimum number of latent variables.

Diffractogram interval selection was first carried out by IPLS. Regions were used to split the diffractograms, and to construct a PLS regression model for each interval. These models, IPLS1 and IPLS2, resulted in RMSEP of 2.7 and 3.1 nm, Table 3, presenting a squared product-moment correlation coefficient of 0.9577 and 0.9750, respectively. The IPLS models intervals correspond to the most intense Bragg reflection at 35.4° in 2( (h k l = 3 1 1), and to the reflections at 43.0° (h k l = 4 0 0), 53.6° (h k l = 4 2 2), and 57.1° (h k l = 5 1 1). In agreement with the practice of selecting the (3 1 1) peak for inputting its X-ray diffraction peak position and FWHM parameters into the Scherrer equation, our IPLS results demonstrate that this peak indeed correlates better with particle size estimate than others. In fact, the (3 1 1) peak is commonly used in the Scherrer equation for calculation of particle size of magnetite.19 As a general rule applying to selection of a single Bragg peak to be used in the Scherrer equation, the most intense diffraction reflections lying in the 2( range between 30° and 50° are chosen, often getting better estimate results of particle size than low-angle asymmetric peaks below 30° in 2(. Furthermore, both partial models have reflected the fact that crystallite size effect on peak width is better observed at middle and high-angle reflections, which are less affected by low-angle asymmetry effects, since lower crystallite size prediction errors and higher correlations between predicted and estimated mean sizes were obtained by using peaks above 30°. In this way, the peak broadening related to the instrument appears have been cancelled out mainly at high 2( angles by using the IPLS models aforementioned. This only can be stated due to the fact that instrumental broadening is equally present in all X-ray diffractograms. Therefore, the method developed in this study takes advantage in decreasing the instrument contribution to middle and high-angle peak broadening.

GA-PLS model was also obtained for the magnetite samples using 132 variables, Figure 2, and it provided the more accurate particle size prediction and the better correlation, as it can be seen in Table 3 and in Figure 3. The best model presented RMSEP of 0.9 nm and r2pred of 0.9972. This model has accounted both the low-angle peak at 18.3° (hkl = 1 1 1) as the middle and high-angle ones scored with iPLS models plus the (6 2 2) reflection at 75.0°. All Bragg peaks used to estimate the input mean sizes with the Williamson-Hall analysis were taken by GA-PLS model. This suggests that the estimate of magnetite crystallite size is most precise when exploring the peak broadening information coded in several reflections instead of the single-peak approach using the Scherrer formula.
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Fig. 2. GA-PLS mean intensities versus 2( angles for the 132 variables (() applied to the magnetite PXR diffractograms. Intensities in arbitrary units (a.u.).
In Figure 3 the correlation between mean crystallite sizes calculated by Williamson-Hall estimate and the ones estimated by the best GA-PLS calibration model is shown. The linear fit presents an excellent r2 of 0.9976. In the overall, RMSEP values obtained here are lower than 15% that can be expected when using such approach for samples having mean size of less than 100 nm.35 The low RMSEP value of 0.9 nm for the best PLS model (GA-PLS) indicates that magnetite mean crystallite sizes can be predicted directly from PXRD and multivariate calibration using PLS variable selection approach. As a result, GA-PLS is able to detect relevant regions in the X-ray data set that correlate with mean crystallite sizes.
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Fig. 3. Comparison of magnetite mean crystallite sizes calculated from Williamson-Hall analysis and its GA-PLS estimates. The solid line represents a linear fit. (() calibration samples; (() validation samples.
Conclusions

The multivariate calibration method was successfully employed for the estimate of mean size of magnetite crystallite directly from powder X-ray diffractograms. Our variable selection approaches revealed that the most intense (3 1 1) peak is the best model when a single interval is used, in agreement with the common practice of selecting this Bragg reflection for magnetite particle size calculation by the Scherrer equation. However, a still better model using GA-PLS was obtained, providing a more precise particle size prediction that correlates with the most powder X-ray diffraction data of magnetite in a similar way of the Williamson-Hall method using several peaks to estimate particle size averages. Therefore, our multivariate calibration approach was able to relate the crystallite size to X-ray diffraction peaks away from the low angle region affected mainly by instrument-related asymmetry.
A small amount of magnetite sample is needed for data acquisition on a conventional powder X-ray diffractometer, besides the method developed in this study is also robust, direct, rapid, non-destructive, and it allows for a timely and practical crystallite size estimate alternatively to software tools using Rietveld codes even in the presence of extra phases (crystalline or not) and wide size distribution.
As a consequence of this study, we believe that the multivariate calibration method can be better explored for estimate of crystallite size and other solid state properties of different crystal phases using X-ray data.
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